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We Perceive What We
Expect

Our perception of the world around us is not a true depiction of what is actually
there. We perceive, to a large extent, what we expect to perceive. Our expectations—
and therefore our perceptions—are biased by three factors:

* the past: our experience

* the present: the current context
* the future: our goals

PERCEPTION BIASED BY EXPERIENCE

Imagine that you own a large insurance company. You are meeting with a real estate
manager, discussing plans for a new campus of company buildings. The campus con-
sists of a row of five buildings, the last two with T-shaped courtyards providing light
for the cafeteria and fitness center. If the real estate manager showed you the map
shown in Figure 1.1, you would see five black shapes representing the buildings.

FIGURE 1.1

Building map or word? What you see depends on what you were told to see.
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Now imagine that instead of a real estate manager, you are meeting with an
advertising manager. You are discussing a new billboard ad to be placed in certain
markets around the country. The advertising manager shows you the same image,
but in this scenario the image is a sketch of the ad, consisting of a single word. In
this scenario, you see a word, clearly and unambiguously.

When your perceptual system has been primed to see building shapes, you see
building shapes, and the white areas between the buildings barely register in your
perception. When your perceptual system has been primed to see text, you see text,
and the black areas between the letters barely register.

A relatively famous example of how priming the mind can affect perception is a
sketch, supposedly by R. C. James,' that initially looks to most people like a random
splattering of ink (see Fig. 1.2). Before reading further, look at the sketch.

FIGURE 1.2

Image showing the effect of mental priming of the visual system. What do you see?

Only after you are told that it is a Dalmatian dog sniffing the ground near a tree
can your visual system organize the image into a coherent picture. Moreover, once
you've “seen” the dog, it is hard to go back to seeing the image as a random collec-
tion of spots.

"Published in Marr D. (1982) Vision. W. H. Freeman, New York, NY, p. 101, Figure 3-1.
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Perception biased by experience 3

Page 1

FIGURE 1.3

The “Next” button is perceived to be in a consistent location, even when it isn't.

The examples above are visual. Experience can also bias other types of percep-
tion, such as sentence comprehension. For example, the headline “New Vaccine
Contains Rabies” would probably be understood differently by people who had
recently heard stories about contaminated vaccines than by people who had
recently heard stories about successful uses of vaccines to fight diseases.

Users of computer software and Web sites often click buttons or links without
looking carefully at them. Their perception of the display is based more on what



thelr past experience leads them to expect than on what is actually on the screen.
This sometimes confounds software designers, who expect users to see what is on

the sereen. But that isn’t how perception works.

For example, if the positions of the “Next” and “Back” buttons on the last page
of a multipage dialog box* switched, many people would not immediately notice
the switch (see Fig. 1.3). Their visual system would have been lulled into inatten-
tion by the consistent placement of the buttons on the prior several pages. Even
alter unintentionally going backward a few times. they might continue to perceive
the buttons in their standard locations. This is why “place controls consistently” is a
common user interface design guideline.

Similirly, ift we are trying to find something, but it is in a different place or looks
dificrent from usual, we might miss it even though it is in plain view because expe-
rence tnes us to look for expected features in expected locations. For example, if
the “Submit” button on one form in a Web site is shaped differently or is a different
color from those on other forms on the site, users might not find it. This expecta-
tion-induced blindness is discussed further later in this chapter, in the section on

how our goals affect perception.

PERCEPTION BIASED BY CURRENT CONTEXT

When we try to understand how our visual perception works, it is tempting to
think of it as a bottom-up process, combining basic features such as edges, lines,
angles, curves, and patterns into figures and ultimately into meaningful objects. To
take reading as an example, you might assume that our visual system first recog-
nizes shapes as letter and then combines letters into words, words into sentences,
and so on.

But visual perception—reading in particular—is not strictly a bottom-up process.
It includes top-down influences too. For example, the word in which a character
appears may affect how we identify the character (see Fig. 1.4).

Similarly, our overall comprehension of a sentence or of a paragraph can even
influence what words we see in it. For example, the same letter sequence can be
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Fold napkins. Polish silverware. Wash dishes.

French napkins. Polish silverware. German dishes.

FIGURE 1.5

The same phrase is perceived differently depending on the list it appears in.

read as different words depending on the meaning of the surrounding paragraph
(sce Fig. 1.5).

This biasing of perception by the surrounding context works between different
senses too. Perceptions in any of our five senses may affect simultaneous percep-
tions in any of our other senses. For example:

* What we see can be biased by what we are hearing, and vice versa
* What we feel with our tactile sense can be biased by what we are hearing, see-
ing, or smelling

Later chapters explain how visual perception, reading, and recognition function in the
human brain. For now, I will simply say that the pattern of neural activity that corre-
sponds to recognizing a letter, a word, a face, or any object includes input from neural
activity stimulated by the context. This context includes other nearby perceived objects
and events, and even reactivated memories of previously perceived objects and events,

Context biases perception not only in people but also in lower animals. A friend
of mine often brought her dog with her in her car when running errands. One day,
as she drove into her driveway, a cat was in the front yard. The dog saw it and began
barking. My friend opened the car door and the dog jumped out and ran after the
cat, which turned and jumped through a bush to escape. The dog dove into the
bush but missed the cat. The dog remained agitated for some time afterward.

Thereafter, for as long as my friend lived in that house, whenever she arrived at
home with her dog in the car, he would get excited, bark, jump out of the car as
soon as the door was opened, dash across the yard, and leap into the bush. There
was no cat, but that didn’t matter. Returning home in the car was enough to make
the dog see one—perhaps even smell one. However, walking home, as the dog did
after being taken for his daily walk, did not evoke the “cat mirage.”

PERCEPTION BIASED BY GOALS

In addition to being biased by our past experience and the present context, our
perception is influenced by our goals and plans for the future. Specifically, our goals
filter our perceptions: things unrelated to our goals tend to be filtered out precon-
sciously, never registering in our conscious minds.

For example, when people navigate through software or a Web site, seeking infor-
mation or a specific function, they don’t read carefully. They scan screens quickly
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and superficially for items that seem related to their goal. They don’t simply ignore
items unrelated to their goals; they often don’t even notice them.

To see this, flip briefly to the next page and look in the toolbox (Fig. 1.6) for scis-
sors, and then immediately flip back to this page. Try it now.

Did you spot the scissors? Now, without looking back at the toolbox, can you
say whether there is a screwdriver in the toolbox too?

Our goals filter our perceptions in other perceptual senses as well as in vision.
A familiar example is the “cocktail party” effect. If you are conversing with someone
at a crowded party, you can focus your attention to hear mainly what he or she is
saying even though many other people are talking near vou. The more interested you
are in the conversation, the more strongly your brain filters out surrounding chatter.
If you are bored by what your conversational partner is saving, you will probably
hear much more of the conversations around you.

The effect was first documented in studies of air-traffic controllers, who were
able to carry on a conversation with the pilots of their assigned aircraft even though
many different conversations were occurring simultaneously on the same radio
frequency, coming out of the same speaker in the control room (Arons, 1992).
Research suggests that our ability to focus on one conversation among several simul-
taneous ones depends not only on our interest level in the conversation but also on
objective factors such as the similarity of voices in the cacophony, the amount of
general “noise” (e.g., clattering dishes or loud music), and the predictability of what
your conversational partner is saying (Arons, 1992).

This filtering of perception by our goals is particularly true for adults, who tend
to be more focused on goals than children are. Children are more stimulus driven:
their perception is less filtered by their goals. This characterisitic makes them more
distractible than adults, but it also makes them less biased as observers.

A parlor game demonstrates this age difference in perceptual filtering. It is simi-
lar to the “look in the toolbox™ exercise. Most houscholds have a catch-all drawer
for kitchen implements or tools. From your living room, send a visitor to the room
where the catch-all drawer is, with instructions to fetch vou a specific tool, such as
measuring spoons or a pipe wrench. When the person returns with the tool, ask
whether another specific tool was in the drawer. Most adults will not know what
else was in the drawer. Children—if they can complete the task without being dis-
tracted by all the cool stuff in the drawer—will often be able to tell you more about
what else was there.

Perceptual filtering can also be seen in how people navigate Web sites. Suppose
I put you on the home page of New Zealand’s University of Canterbury (see Fig. 1.7)
and asked you to print out a map of the campus showing the computer science
department. You would scan the page and probably quickly click one of the links
that share words with the goal that [ gave you: Departments (top left), Departmenis
and Colleges (middle left), or Campus Maps (bottom right). If you're a “search”

person, you might instead go right to the Search box (middle right), type words
related to the goal, and click “Go.”

FIGURE 1.¢

Toolbox: A

FIGURE 1.7
University of Cz
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Toolbox: Are there scissors hera?
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FIGURE 1.7
University of Canterbury home page: Navigating Web sites includes perceptual filtering.
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Whether you browse or search, it is likely that you would leave the home page
without noticing that you were randomly chosen to win $100 (bottom left). Why?
Because that was not related to your goal.

What is the mechanism by which our current goals bias our perception? There
are two:

¢ Influencing where we look. Perception is active, not passive. We constantly
move our eyes, ears, hands, and so on, so as to sample exactly the things in our
environment that are most relevant to what we are doing or about to do (Ware,
2008). If we are looking on a Web site for a campus map, our eyes and pointer-
controlling hand are attracted to anything that might lead us to that goal. We
more or less ignore anything unrelated to our goal.

Sensitizing our perceptual system to certain Jeatures. When we are looking
for something, our brain can prime our perception to be especially sensitive to fea-
tures of what we are looking for (Ware, 2008). For example, when we are looking
for a red car in a large parking lot, red cars will seem to Pop out as we scan the lot,
and cars of other colors will barely register in our consciousness, even though we
do in some sense “see” them. Similarly, when we are trying to find our spouse in
a dark, crowded room, our brain “programs” our auditory system to be especially
sensitive to the combination of frequencies that make up his or her voice.

DESIGN IMPLICATIONS

All these sources of perceptual bias of course have implications for user interface
design. Here are three.

Avoid ambiguity

Avoid ambiguous information displays, and test your design to verify that all users
interpret the display in the same way. Where ambiguity is unavoidable, either rely
on standards or conventions to resolve it, or prime users to resolve the ambiguity in
the intended way.

For example, computer displays often shade buttons and text fields to make them
look raised in relation to the background surface (see Fig. 1.8). This appearance

FIGURE 1.8

Buttons on computer screens are often shaded to make them look three dimensional, but the
convention only works if the simulated light source is assumed to be on the upper left.
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Design implications

relies on a convention, familiar to most experienced computer users, that the light
source is at the top left of the screen. If an object were depicted as lit by a light
source in a different location, users would not see the object as raised.

Be consistent

Place information and controls in consistent locations. Controls and data displays that
serve the same function on different pages should be placed in the same position on
cach page on which they appear. They should also have the same color, text fonts,
shading, and so on. This consistency allows users to spot and recognize them quickly.

Understand the goals

Users come to a system with goals they want to achieve. Designers should under-
stand those goals. Realize that users’ goals may vary, and that their goals strongly
influence what they perceive. Ensure that at every point in an interaction, the infor-
mation users need is available, prominent, and maps clearly to a possible user goal,
so users will notice and use the information.




Our Vision is Optimized to
See Structure

Early in the twentieth century, a group of German psychologists sought to explain
how human visual perception works. They observed and catalogued many impor-
tant visual phenomena. One of their basic findings was that human vision is holistic:
Our visual system automatically imposes structure on visual input and is wired to
perceive whole shapes, figures, and objects rather than disconnected edges, lines,
and areas. The German word for “shape” or “figure” is Gestalt, so these theories
became known as the Gestalt principles of visual perception.

Today’s perceptual and cognitive psychologists regard the Gestalt theory of per-
ception as more of a descriptive framework than an explanatory and predictive
theory. Today’s theories of visual perception tend to be based heavily on the neuro-
physiology of the eyes, optic nerve, and brain (sec Chapters 4-7).

Not surprisingly, the findings of neurophysiological researchers support the obser-
vations of the Gestalt psychologists. We really are—along with other animals—“wired”
Lo perceive our surroundings in terms of whole objects (Stafford & Webb, 2005: Ware,
2008). Consequently, the Gestalt principles are still valid—if not as a fundamental expla-
nation of visual perception, at least as a framework for describing it. They also provide a
useful basis for guidelines for graphic and user interface design (Soegaard, 2007).

For present purposes, the most important Gestalt principles are: Proximity,
Similarity, Continuity, Closure, Symmetry, Figure/Ground, and Common Fate. In the
following sections, I describe each principle and provide examples from both static
graphic design and user interface design.

GESTALT PRINCIPLE: PROXIMITY

The principle of Proximity is that the relative distance between objects in a dis-
play affects our perception of whether and how the objects are organized into sub-
groups. Objects that are near each other (relative to other objects) appear grouped,
while those that are farther apart do not,

Designing with the Mind in Mind
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Gestalt principle: proximity 13

However, according to the Proximity principle, items on a display can be visually
grouped simply by spacing them closer together to each other than to other
controls, without group boxes or visible borders (see Fig. 2.3). Many graphic design
experts recommend this approach in order to reduce visual clutter and code size in
a user interface (Mullet & Sano, 1994),

Conversely, if controls are poorly spaced, e.g., if connected controls are too far
apart, people will have trouble perceiving them as related, making the software
harder to learn and remember. For example, the Discreet Software Installer displays
six horizontal pairs of radiobuttons, each representing a two-way choice, but their
spacing, due to the Proximity principle, makes them appear to be two vertical sets
of radiobuttons, each representing a six-way choice, at least until users try them and
learn how they operate (see Fig. 2.4).

Select the folders to subscribe to
- Calendar Subscribe
. Contacts i P
o Deleted Items | Unsubscribe
. Drafts v —— =
=1 INBOX | Refresh
& Journal

& Junk E-mail
J Notes /
« Outbox
P Public Folders
J Sent v A
J Sent Items

Cancel

FIGURE 2.3

In Mozilla Thunderbird's Subscribe Folders dialog box, controls are grouped using the Proximity
principle.

installation action
3ds max 6 application
3ds max 6 documentafion
Jds max 6 samples
3ds max 6 arch ral materials
ddsmax6 SDK
character studio 4.2

FIGURE 2.4
In Discreet's Software Installer, poorly spaced radiobuttons look grouped in vertical columns.
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GESTALT PRINCIPLE: SIMILARITY

Another factor that affects our perception of grouping is expressed in the Gestalt
principle of Similarity: Objects that look similar appear grouped, all other
things being equal. In Figure 2.5, the slightly larger, “hollow” stars are perceived
as a group.

The Page Setup dialog box in Mac OS applications uses the Similarity and Proximity
principles to convey groupings (see Fig. 2.6). The three very similar and tightly spaced

* %k %k %k
.8 . 6.0 ¢

Similarity: Items appear grouped if they look more similar to each other than to other objects.

Settings: | Page Attributes ¢
Format for: Any Printer - i)
— i
Paper Size: | US Letter _:]
8.50 in x 11.00 in
Orientation: I_l_- '-! '
Scale: 100 %

FIGURE 2.6
Mac OS Page Setup dialog box: The Similarity and Proximity principles are used to group the
Orientation settings.
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Gestalt principle: continuity

Orientation settings are clearly intended to appear grouped. The three menus are not
so tightly spaced but look similar enough that they appear related even though that
probably wasn’t intended.

Similarly, the text fields in a form at the Web site of book publisher Elsevier are
organized into an upper group of seven (with three subgroups) for the address, a
group of three split fields for phone numbers, and two single text fields. The four
menus, in addition to being data ficlds, help separate the text field groups (see
Fig. 2.7). By contrast, the labels are too far from their fields to seem connected
to them.

Title (Mr, Ms, Dr etc): R “_Ptease Select™ _{! (€]

First name: . &

©

Last name:
Job title:
Institution/Organisation:

Number and Street: @

o

City.
State/County. [ e

Zip Code/Postal Code: Qo

Country: ‘If_ease Select** v?‘ (&
Work phone: I |

Home phone:

Fax:

How did you find out about this Web site: Please select ?

Other:

Please select the option which most closely describes you as a Please select Tl
customer; -

E-mail; I ) @

FIGURE 2.7
Online form at Elsevier.com: Similarity makes the text fields appear grouped.

GESTALT PRINCIPLE: CONTINUITY

In addition to the two Gestalt principles concerning our tendency to organize
objects into groups, several Gestalt principles describe our visual system’s ten-
dency to resolve ambiguity or fill in missing data in such a way as to perceive
whole objects. The first such principle, the principle of Continuity, states that our
visual perception is biased to perceive continuous forms rather than disconnected
segments.

15
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For example, on the left side of Figure 2.8, we automatically see two crossing
lines—one blue and one orange. We don't see two separate orange segments and
two separate blue ones, and we don’t see a blue-and-orange V on top of an upside-
down orange-and-blue V. On the right side of Figure 2.8, we see a sea monster in
water, not three pieces of one.

A well-known example of the use of the Continuity principle in graphic design
is the IBM™ logo. It consists of disconnected blue patches, and yet it is not at all
ambiguous; it is easily seen as three bold letters, perhaps viewed through something
like venetian blinds (see Fig. 2.9).

Slider controls are a userinterface example of the Continuity principle. We
sce a slider as depicting a single range controlled by a handle that appears some-
where on the slider, not as two separate ranges separated by the handle (see
Fig. 2.10A). Even displaying different colors on each side of a slider’s handle doesn’t
completely “break™ our perception of a slider as one continuous object, although
ComponentOne’s choice of strongly contrasting colors (gray vs. red) certainly strains
that perception a bit (see Fig. 2.10B).

#

FIGURE 2.8

Continuity: Human vision is biased to see continuous forms, even adding missing data if
necessary.
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FIGURE 2.9

The IBM company logo uses the Continuity principle to form letters from disconnected patches.
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Gestalt principle: closure

Turn off when computer is not used for:

—
bV 4

A) 5 secs 10 secs 30 secs 1 min 5 mins Never

Custom -

FIGURE 2.10

Continuity: We see a slider as a single slot with a handle somewhere on it, not as two slots
separated by a handle. (A) Mac OS, (B) ComponentOne.

GESTALT PRINCIPLE: CLOSURE

Related to Continuity is the Gestalt principle of Closure, which states that our visual
system automatically tries to close open figures so that they are perceived as whole
objects rather than separate pieces. Thus, we perceive the disconnected arcs on the
left of Figure 2.11 as a circle,

= »
| ‘\\ >
N I

Closure: Human vision is biased to see whole objects, even when they are incomplete.

Our visual system is so strongly biased to see objects that it can even interpret
a totally blank area as an object. We see the combination of shapes on the right
of Figure 2.11 as a white triangle overlapping another triangle and three black cir-
cles, even though the figure really only contains three V-shapes and three black
pac-men.

17
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The Closure principle is often applied in graphical user interfaces (GUIs). For exam-
ple, GUIs often represent collections of objects—e.g., documents or messages—as
stacks (see Fig. 2.12). Just showing one whole object and the edges of others “behind”
it is enough to make users perceive a stack of objects, all whole.

FIGURE 2.12

lcons depicting stacks of objects exhibit the Closure principle: partially visible objects are
perceived as whole.

GESTALT PRINCIPLE: SYMMETRY

A third fact about our tendency to see objects is captured in the Gestalt principle of
Symmetry. It states that we tend to parse complex scenes in a way that reduces the
complexity. The data in our visual field usually has more than one possible interpre-
tation, but our vision automatically organizes and interprets the data so as to sim-
plify it and give it symmetry.

For example, we see the complex shape on the left of Figure 2.13 as two over-
lapping diamonds, not as two touching corner bricks or a pinch-waist octahedron
with a square in its center. A pair of overlapping diamonds is simpler than the other
two interpretations shown on the right of Figure 2.13: it has fewer sides and more
symmetry than the other two interpretations.

FIGURE 2.13

Symmetry: The human visual system tries to resolve complex scenes into combinations of simple,
symmetrical shapes.

In printed graphics and on computer screens, our visual system's reliance on the
symmetry principle can be exploited to represent three dimensional objects on a
two dimensional display. This can be seen in a cover illustration for Paul Thagard’s
book Coberence in Thought and Action (Thagard, 2002; see Fig. 2.14) and in three-
dimensional depiction of a cityscape (sce Fig. 2.15).
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Gestalt principle: figure/ground

Paul Thagard

FIGURE 2.14

The cover of the book Coherence in Thought and Action (Thagard, 2002) uses the Symmetry,
Closure, and Continuity principles to depict a cube.

FIGURE 2.15

Symmetry: The human visual system parses very complex two dimensional images into three
dimensional scenes.

GESTALT PRINCIPLE: FIGURE/GROUND

The next Gestalt principle that describes how our visual system structures the data
it receives is Figure/Ground. This principle states that our mind separates the visual
field into the figure (the foreground) and ground (the background). The foreground

19
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consists of those elements of a scene that are the object of our primary attention, and
the background is everything else.

The Figure/Ground principle also specifies that the visual system’s parsing of
scenes into figure and ground is influenced by characteristics of the scene. For exam-
ple, when a small object or color patch overlaps a larger one, we tend to perceive
the smaller object as the figure and the larger object as the ground (see Fig. 2.16).

FIGURE 2.16

Figure/Ground: When objects overlap, we see the smaller as figure on ground. |
However, our perception of figure vs. ground is not completely determined by F

scene characteristics. It also depends on the viewer’s focus of attention. Dutch art- F

ist M. C. Escher exploited this phenomenon to produce ambiguous images in which
figure and ground switch roles as our attention shifts (see Fig. 2.17).
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FIGURE 2.17 FIGU

M. C. Escher exploited figure/ground ambiguity in his art. Figu
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FIGURE 2.18
Figure/Ground is used at AndePhotos.com to display a thematic watermark “hehind” content.

FIGURE 2.19

Figure/Ground is used at GRACEUSA.org to pop up a photo “over” the page content.



—_— *
l_ = . . g =
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Figure/Ground is also often used to pop up information over other content.
Content that was formerly the figure—the focus of the users’ attention—temporarily
becomes the background for new information, which appears briefly as the new
Jigure (see Fig. 2.19). This a pproach is usually better than temporarily replacing the
old information with the new information, because it provides context that helps
keep people oriented regarding their place in the interaction.

GESTALT PRINCIPLES: COMMON FATE

The previous six Gestalt principles concerned pereeption of static (un-movin £) figures

and objects. One final Gestalt principle—Common Fate—concerns moving objects.
| The Common Fate principle is related to the Proximity and Similarity principles: Like
| them it affects whether we perceive objects as grouped. The Common Fate principle
states that objects that move together are perceived as grouped or related.

For example, in a display showing dozens of pentagons, if seven of them wiggled
back and forth in synchrony, people would see them as a related group, even if the
wiggling pentagons were separated from each other and looked no different from
all the other pentagons (see Fig. 2.20).
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Common motion—implying common fates—is used in some animations to show
relationships between entities. For example, GapMinder graphs animate dots repre-
senting nations to show changes over time in various factors of economic develop-
ment. Countries that move together share development histories (see Fig. 2.21).
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FIGURE 2.21

Common fate: GapMinder animates dots to show which nations have similar development
histories.

GESTALT PRINCIPLES: COMBINED

Of course, in real-world visual scenes, the Gestalt principles work in concert, not
in isolation. For example, a typical Mac OS desktop usually exemplifies six of the
seven principles described above (excluding Common Fate): Proximity, Similarity,
Continuity, Closure, Symmetry, and Figure/Ground (see Fig. 2.22). On a typical desk-
top, Common Fate is used (along with similarity) when a user selects several files or
folders and drags them as a group to a new location (see Fig. 2.23).

With all these Gestalt principles operating at once, unintended visual relation-
ships can be implied by a design. A recommended practice, after designing a dis-
play, is to view it with each of the Gestalt principles in mind—Proximity, Similarity,
Continuity, Closure, Symmetry, Figure/Ground, and Common Fate—to see if the
design suggests any relationships between elements that you do not intend.
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We Seek and Use Visual
Structure

Chapter 2 used the Gestalt principles of visual perception to show how our visual
system is optimized to perceive structure. Perceiving structure in our environment
helps us make sense of objects and events quickly. Chapter 2 also mentioned that
when people are navigating through software or Web sites, they don’t scrutinize
screens carefully and read every word. They scan quickly for relevant information.
This chapter presents examples to show that when information is presented in a
terse, structured way, it is easier for people to scan and understand.

Consider two presentations of the same information about an airline flight res-
ervation. The first presentation is unstructured prose text, the second is structured
text in outline form (see Fig. 3.1). The structured presentation of the reservation can
be scanned and understood much more quickly than the prose presentation.

The more structured and terse the presentation of information, the more quickly
and easily people can scan and comprehend it. Look at the Contents page from the
California Department of Motor Vehicles (see Fig. 3.2). The wordy, repetitive links
slow users down and “bury” the important words they need to see.

Fﬁlructured:

You are booked on United flight 237, which departs from
Auckland at 14:30 on Tuesday 15 Oct and arrives at San
Francisco at 11:40 on Tuesday 15 Oct.

Structured:

Flight: United 237, Auckland - San Francisco
Depart: 14:30 Tue 15 Oct
Arrive: 11:40 Tue 15 Oct

FIGURE 3.1
Structured presentation of airline reservation information is easier to scan and understand.

Designing with the Mind in Mind
© 2010 Elsevier Ine. All rights reserved.
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ormation Changes for R;‘

Renewals, Duplicates, and Inf
Licenses and/or ID Cards ‘
How to renew your driver license in person

How to renew your driver lice nse by mail

How to renew your driver license Dy Internet

How to renew your instruction permit

How to apply for a duplicate driver license o r identification
(ID) card

e Howto change your name on your driver license and/or

¢ How to notify DMV of my change of address
» How to register for the organ donor gift of life program

FIGURE 3.2

Contents page at the California Department of Motor Vehicles (DMV) Web site buries the
important information in repetitive prose.

Licenses & ID Cards: Renewals, Duplicates, Changes

* Renew license: in person by mail by Intemet
* Renew: instruction permit .
* Apply for duplicate: license ID card ‘
¢ Change of: name address Flt
\_ * Register as: organ donor i
FIGURE 3.3 (rig
The California DMV Web site Contents page with repetition eliminated and better visual structure.

Compare that with a terser, more structured hypothetical design that factors out |
needless repetition and marks as links only the words that represent options (see
Fig. 3.3). All options presented in the actual Contents page are available in the revi-
sion, yet it consumes less screen space and is easier to scan.

Displaying search results is another situation in which structuring data and avoid- -
ing repetitive “noise” can improve people’s ability to scan quickly and find what -
they seek. In 20006, search results at HP.com included so much repeated navigation \
data and metadata for each retricved item that they were uscless. By 2009 HP had FIGUI
eliminated the repetition and structured the results, making them easier to scan and Left.
more useful (see Fig. 3.4).

Of course, for information displays to be easy to scan, it is not cnough merely
to make them terse, structured, and nonrepetitious. They must also conform to the bottc
rules of graphic design, some of which were presented in Chapter 2. ues.

For example, a prerelease version of 4 mortgage calculator on a real estate Web SO pr
site presented its results in a table that violated at least two important rules of with

graphic design (see Fig. 3.5, left). People usually read (on- or offline) from top to it can




(right).

Search: color laser printer =
Search results
» Buy HP Color Lasar. 00 Printer{CBITIARABA), HP color

laser printers, HP Las
the

Buy HP Color LaserJet 1600 Printer{CB3TIARABA), HP color
lasar printers, HP LasarJots, HP printers, Printers direct from
the HP Home & Home Office Store. On & budget but wanl ...
2006-12-05

hets, HP printers, Printers direct from

= Buy HP Coldor Las Printer{QT483ANABA), HP color
laser printers, HP L 5. HP printers, Printers d
Buy HP Color Lasarlel 47T00dn Printer{QT493ANABA),
laser printers, HP Laserjets, HP printers, Printers direct from
the HP Home & Home Office Store. Gel ready 10 deliver
2006-12-20

» Buy HP Color Lasertst 4700n Printer(Q7T482A8ABA) HP
laser printers, HP LaserJets, HP printers, Printers direc
Buy HP Color LaserJet 4700 Printer{Q7482A8ABA), HP color
laser printers. HF Lasarlets, HP printers, Printers direct from
the HP Home & Home Office Store. Classy, brilliantly .
2006-12-20

» Buy supplies for Color laser spec paper, Paper fof laser
primters, Paper direct from the | & & Homa Office Store
Buy supplies § laser speciality paper, Paper for laser
printers, Paper direct from the HP Home & Home Office Store
Hewlett Packard computer and printer store. Shop for
2006-12-09

= Buy olor laser sp:
printers, Pa ]
Buy supplies for Color laser speciality papes, Paper for laser
printers, Paper, Printing supplies direct from the HP Home &
Homa Office Store. Hewlett Packard computer and printer
2006-12-06

FIGURE 3.4
In 2006, HP.com's site search produced repetitious, noisy results (left) but by 2009 was improved

FIGURE 3.5
Left: Mortgage summary presented by a software mortgage calculator, Right: Improved design.

Mortgage Summary

$1,840.59 $662,611.22

Sep, 2037

$93,750.00 $0.00

We seek and use visua

structure

|

Search results

Search: color laser printer| a

» HP®

» HP Color laserjals - color laser printers for jarge bus

» HP Press Release: Hawl

» Laser Printers, Inkjst Printers, Photo Printers - HP

Buy an HP Tri-fold Color Laser (

Brochure Paper (150 shests, 8.5 x 11-inch) (08612, F
Why outsource brochure printing when you can do It expertly on
your own laser printer, in small balches tallored o your unique
projects and clients? Ideal for use with HP Color

Color Laser Printers Al & glance - HF Small & Medium Busi
p 15

Summary of all HP Color Laser Printers currently available for
purchass and recommended for Small & Madium Business.
Includes links to compars products, obiain more information about

siness - HP

Large Entarprise Business
HP Large Enterprise Business - Find and compare color laser
printers. Review the business features of HP Color LaserJets

— Color laser apecis

10 ity paper, Paper for laser |
, Paper |
Use thess papers with your HP Color LaserJet printer for
outsource-guality marketing and photos

t-Packard Color Lasarel 4550 Family
Establishes New Genaration of Inlemat-ans Color Laser
Successor ko the World's Best-seiling Color Laser Printer
Features Embedded Web Technotogies Designed to Improve
Ease of Use end Manageability.

Chooge from & wide vasriety of dependable HP printers. including
laser printers and ink printers, all in onemultifunction printers
and photo printers.

bottom, but the labels for calculated amounts were below their corresponding val-

Mortgage Summary
Monthly Payment $  1,840.59
Number of Payments 360
Total of Payments  $ 662,611.22
Interest Total $ 318,861.22

Tax Total $ 93,750.00
PMI Total  $ 0.00
Pay-off Date Sep 2037 |

ues. Second, the labels were just as close to the value below as to their own value,
s0 proximity (see Chapter 2) could not be used to perceive that labels were grouped
with their values. To understand this mortgage results table, users had to scrutinize

it carefully and slowly figure out which labels went with which numbers.

27
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The revised design, in contrast, allows users to perceive the correspondence

between labels and values without conscious thought (sce Fig. 3.5, right).

4 B

STRUCTURE ENHANCES PEOPLE’S ABILITY FIG
TO SCAN LONG NUMBERS Bar

Even small amounts of information can be made casier to scan if they are structured.

Two examples are telephone numbers and credit card numbers (see Fig. 3.6

and
Fig. 3.7). Traditionally, such numbers were broken into parts to make them easier to allo
scan and remember, peo
A long number can be broken up in two ways: either the user interface breaks it <
up explicitly by providing a separate field for each part of the number, or the inter- t I;
face provides a single number field, but lets users break the number into parts with itk
SPACEs or punctuation (see Fig. 3.82). However. many of today's computer presen- as st
tations of phone and credit card numbers do not segment the numbers and do not o
Easy: (415) 123-4567 DAT
Hard: 4151234567
A ste
of usi
Easy: 1234 5678 9012 3456 that a
Hard: 1234567890123456 Lype.
comby
FIGURE 3.6 It
Telephone and credit card numbers are easier to scan and understand when segmented. with ¢
Airline
Credit Card Number:
[1234 5678 9012 3456
Expiration Date:
9 |Month [ [Year | f
" ]
Payment Options | FIGURE 3
| NWA.con

% Credit Card

_ 1234567890123456 |
- F Y

(* Please, do NOT use spaces |

or dashes. Example: |
_ o 4321432143214321) | ﬁ
FIGURE 3.7 .

(A) At Democrats.org, credit card numbers can include spaces. (B) At Stuffit.com. they cannot, FIGURE 3.1
making them harder to scan and verify.

NWA.com:
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Date of Birth

You must be at least 18 years of age and either a pr— p— —

United States citizen or a permanent resident of the / / MM/DD/YYYY
U.S,, or at least 21 years of age and a permanent

‘resident of Puerto Rico.

FIGURE 3.8

BankOfAmerica.com: Segmented data fields provide useful structure.

allow users to do it with spaces (see Fig. 3.8b). This limitation makes it harder for
people to scan a number or verify that they typed it correctly.

Segmenting data fields can provide useful visual structure even when the data
to be entered is not, strictly speaking, a number. Dates are an example of a case in
which segmented fields can improve readability and help prevent data entry errors,
as shown by a date field at Bank of America’s Web site (see Fig. 3.8).

DATA-SPECIFIC CONTROLS PROVIDE EVEN MORE STRUCTURE

A step up in structure from segmented data fields are data-specific controls. Instead
of using simple text fields—whether segmented or not—designers can use controls
that are designed specifically to display (and accept as input) a value of a specific
type. For example, dates can be presented (and accepted) in the form of menus
combined with pop-up calendar controls (see Fig. 3.9).

It is also possible to provide visual structure by mixing segmented text fields
with data-specific controls, as demonstrated by an email address field at Southwest
Airlines’ Web site (see Fig. 3.10).

Depart

ot %) 21 19)
|

Morning _H0%

FIGURE 3.9
NWA.com: Dates are displayed and entered using a cantrol that is specifically designed for dates.

|
E-mail Address: fred ® bedrock com o) ‘

FIGURE 3.10
NWA.com: Dates are displayed and entered using a control that is specifically designed for dates.
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VISUAL HIERARCHY LETS PEOPLE FOCUS ON
THE RELEVANT INFORMATION

One of the most important goals in structuring information presentations is to pro-
vide a visual hierarchy—an arrangement of the information that:

Breaks the information into distinct sections, and breaks large sections into
subsections

Labels each section and subsection prominently and in such a way as to clearly
identify its content

-

* Presents the sections and subsections as a hierarchy, with higher level sections
presented more strongly than lower level ones

A visual hierarchy allows people, when scanning information. to separate what
is relevant to their goals from what is irrelevant instantly, and to focus their atten-
tion on the relevant information. They find what they are looking for more quickly
because they can casily skip everything else.

Try it for yourself. Look at the two information displays in Figure 3.11 and find
the information about prominence. How much longer does it take you to find it in
the nonhierarchical presentation?

r - — =

rVisual Histarchy |

e =
| Create a Clear Visual Hierarchy ‘ Create a Clear Visual Hierarchy

‘ Organize and prioritize the contents ‘ Organize and prioritize the contents of a page by
I of a page by using size, prominence, ‘ ‘ using size, prominence, and content relationships.

and content relationships. Let's look
at these relationships more closely.

| | Let's look at these relationships more closely:

The more important a headline is, ‘ * Size. The more important a headline is, the larger FIGURI

the larger its fqr:t size should be. its font size should be. Big bold headlines help to Visual

Big bold headiines help to grab the grab the user’s attention as they scan the Web e

user's attention as they scan the ‘ page In a Bc

Web page. The more important the ’

headline or content, the higher up * Prominence. The more important the headline or

‘ the page it should be placed. The content, the higher up the page it should be placed. -

most important or popular content The most important or popular content should T'he

should always be positioned always be positioned prominently near the top of only ir

prominently near the top of the page, ’ the page, so users can view it without having to panels
scroll too far. K

music

scroll too far. Group similar content
types by displaying the content in a
similar visual style, orin a clearly ‘
defined area. J

—_— _—

FIGURE 3.11

SO users can view it without having to ‘

Content Relationships. Group similar content
types by displaying the content in a similar visual
‘ style, or in a clearly defined area. contras

can qui

in-a-Bo:

-

Find the advice about prominence in each of these displays. Prose text format (left) makes
people read everything. Visual hierarchy (right) lets people ignore information irrelevant to
their goals.
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" Select Re-Harmonist (new chords for an existing melody)

~ sowm Genre [Ballad (Jazz) -

I DK okt e R

Style varistions |10 "Ballad - Vibes x| ey |
Style JIMANCNLSTY

Trackwthmelody  [Melody -

Mixx Chords from Major and Minor Keys (%) }Jil__ ol

Number of variations (range 1 to 100) L

Key {ﬁ‘h “v|  note: Key analysis shows that the key s correct.

" Part of Song

aefm_‘ | OK -Reharmonize ] Concel | Help

&M Audio/MIDI

Audio Output: _'_\:y;stem Semng_ =

Audio Input: _System Setting

Optimize for: () Maximum number of simultaneous tracks
Large buffer size.

@ Minimum delay when playing instruments live
Small buffer size,

MIDI Status: 0 MIDI Input(s) detected

Keyboard Sensitivity: ee——— {

Less Neutral More
Drag the slider to adjust the velocity
{B) level of notes you play.

FIGURE 3.12

Visual hierarchy in interactive control panels and forms lets users find settings quickly. (A) Band

in a Box (bad), (B) GarageBand (good).

The examples in Figure 3.11 show the value of visual hierarchy in a textual, read-
only information display. Visual hierarchy is equally important in interactive control
panels and forms—perhaps even more so. Compare dialog boxes from two different
music software products (see Fig. 3.12). The Reharmonize dialog box of Band-
in-a-Box has poor visual hierarchy, making it hard for users to find things quickly. In
contrast, GarageBand’s Audio/MIDI control panel has good visual hierarchy, so users

can quickly find the settings they are interested in.




CHAPTER

Reading is Unnatural

Most people in industrialized nations grew up in households and school districts
that promoted education and reading. They learned to read as young children and
became good or excellent readers by adolescence. As adults, most of our activitics
during a normal day involve reading. The process of reading—deciphering words
into their meaning—is for most educated adults automatic, leaving our conscious
minds free to ponder the meaning and implications of what we are reading. Because
of this background, it is common for good readers to consider reading to be as
“patural” 2 human activity as speaking is.

WE’RE WIRED FOR LANGUAGE, BUT NOT FOR READING

Speaking and understanding spoken language s a natural human ability, but reading
is not. Over hundreds of thousands—perhaps millions—of years, the human brain
evolved the neural structures necessary to support spoken language. As a result, nor-
mal humans are born with an innate ability to learn as toddlers, with no systematic
training, whatever language they are exposed to. After early childhood. our innate
ability to learn spoken languages decreases significantly. By adolescence, learning a
new language is the same as learning any other skill: it requires instruction and prac-
tice, and the learning and processing are handled by different brain areas from those
that handled it in early childhood (Sousa, 2005).

In contrast, writing and reading did not exist until a few thousand years BC
and did not become common until only four or five centuries ago—long after the
human brain had evolved into its modern state. At no time during childhood do our
brains show any special innate ability to learn to read. Instead, reading is an artifi-
cial skill that we learn by systematic instruction and practice, like playing a violin,
juggling, or reading music (Sousa, 2005).

Designing with the Mind in Mind

£ 2010 Elsevier Inc, All rights reserved.
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ling is Unnatural

Because people are not innately “wired” to learn to read, children who either
lack caregivers who read to them., or who receive inadequate reading instruc-

tion in school may never learn to read. There are many such people, especially

in the developing world. By comparison, very few people never learn a spoken (A) Jl_
language.
For a variety of reasons, even people who learn to read may never become ;
good at it. Perhaps their parents did not value and promote reading. Perhaps they
attended substandard schools or didn’t attend school at all. Perhaps they learned .
a second language but never learned to read well in that language. Finally, people (B) |
who have cognitive or perceptual impairments such as dyslexia may never become
good readers. FIGURE
Learning to read involves training our brain—including our visual system—to To see

recognize patterns. The patterns that our brain learns to recognize run a gamut from
low level to high level: '__ :

As state
tion, ar

top-dov

¢ Lines, contours, and shapes are basic visual feafires that our brain recognizes
innately. We don’t have to learn to recognize them.

* Basic features combine to form patterns that we learn to identify as char-
acters—letters, numeric digits, and other standard symbols. In ideographic
scripts, such as Chinese, symbols represent entire words or concepts.

In alphabetic scripts, patterns of characters form morphemes, which we learn
to recognize as packets of meaning, e.g., “farm,” “tax,” “-ed,” and “-ing” are
morphemes in English.

®

Morphemes combine to form patterns that we recognize as words, ¢.g., “farm,”
“tax,” “-ed,” and “-ing” can be combined to form the words “farm.” “farmed,”
“farming,” “tax,” “taxed.” and “taxing.” Even ideographic scripts include symr
bols that serve as morphemes or modifiers of meaning rather than as words or
concepts.

®

Words combine to form patterns that we learn to recognize as phrases, idio-
matic expressions, and sentences.

* Sentences combine to form paragraphs.

To see what text looks like to someone who has not yet learned to read, just
look at a paragraph printed in a language and script that you do not know (see
Fig. 4.1A and B).

Alternatively, you can approximate the feeling of illiteracy by taking a page wrils
ten in a familiar script and language—such as a page of this book—and turning it
upside down. Turn this book upside down and try reading the next few paragraphs.
This exercise only approximates the feeling of illiteracy. You will discover that the
inverted text appears foreign and illegible at first, but after a minute you will be able
to read it, albeit slowly and laboriously.




s reading feature-driven or context-driven?
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FIGURE 4.1
To see how it feels to be illiterate, look at text printed in a foreign script. (A) Amharic, (B) Tibetan.

IS READING FEATURE-DRIVEN OR CONTEXT-DRIVEN?

As stated earlier, reading involves recognizing features and patterns. Pattern recogni-
tion, and therefore reading, can be either a bottom-up, feature-driven process or a
top-down, context-driven process.

In feature-driven reading, the visual system starts by identifying simple features—-
line segments in a certain orientation or curves of a certain radius—on a page or
display and then combines them into more complex features, such as angles, mul-
tiple curves, shapes, and patterns. Then the brain recognizes certain shapes as char-
acters or symbols representing letters, numbers, or, for ideographic scripts, words.
In alphabetic scripts, groups of letters are perceived as morphemes and words. In
all types of scripts, sequences of words are parsed into phrases, sentences, and para-
graphs that have meaning,.

Feature-driven reading is sometimes referred to as “bottom-up” or “contextfree.”
The brain’s ability to recognize basic features: lines, edges, angles, etc.—is built in and
therefore automatic from birth. In contrast, recognition of morphemes, words, and
phrases has to be learned. It starts out as a non-automatic, Conscious process requir-
ing conscious analysis of letters, morphemes, and words, but with enough practice it
becomes automatic (Sousa, 2005). Obviously, the more common a morpheme, word,
or phrase, the more likely it is that recognition of it will become automatic. With ideo-
graphic scripts such as Chinese, which have many times more symbols than alpha-
betic scripts have, people typically take many years longer to become skilled readers.

Context-driven or top-down reading operates in parallel with feature-driven read-
ing but it works the opposite way: from whole sentences or the gist of a paragraph
down to the words and characters. The visual system starts by recognizing high-level
patterns like words, phrases, and sentences, or by knowing the text's meaning in
advance. It then uses that knowledge to figure out—or guess—what the components

of the high-level pattern must be (Boulton, 2009). Context-driven reading is less likely
to become fully automatic because most phrase-level and sentence-level patterns and
contexts don’t occur frequently enough to allow their recognition to become burned
into neural firing patterns. But there are exceptions, such as idiomatic expressions.
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To experience context-driven readi ng. glance down quickly at Figure 4.2 (below),
then immediately direct your eyes back here and finish reading this paragraph. Try it
now. What did the text say?

Now look at the same sentence again more carefully. Do you read it the same
way now?

It has been known for decades that reading involves both feat ure-driven ( bottom-up)
processing and context-driven (top-down) processing. In addition to bei ng able to figure
out the meaning of a sentence by analyzing the Ietters and words in it, people can deter-
mine the words of 3 sentence by knowing the meaning of the sentence, or the letters
in a word by knowing what word itis (see Fig. 4.3). The question is: is skilled reading
primarily bottom-up or top-down, or is neither me xde dominant? Which type of reading
is preferred?

Educational rescarchers in the 1970 applied information theory to reading,
and assumed that because of redundancies in written language, top-down, contex- '
driven reading would be faster than bottom-up, feature-driven rcading. This assump-

tion led them to hypothesize that reading in highly skilled (fast) readers would be
dominated by context-driven (top-down) processing. This theory was probably -
responsible for many speed-reading methods of the 1970s and 1980s, which suppos-
. 5 & s C
edly trained people to read fast by taking in whole phrases and sentences at a time.
e
al

la

‘The rain in Spain falls :
‘manly in the the plain
=

ing
FIGURE 4.2 ; pet

bu
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ing
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Top-down “recognition” of this expression may inhibit awareness of its actual content.

| Mray had a ltilte Imab, its feclee was withe as sown. And ervey SK|
| wehre taht Mray wnet, the Imab was srue to go.
(A)

] PAI
—————————________\_ —— Befo
had

(B)

FIGURE 4.3

Top-down reading: Most readers, especially those who know the songs from which these text YE;
Passages are taken, can read these passages even though the words (A) have all but their first purpos

and last letters scrambled and (B) are mostly obscured.

do not,
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(below), However, empirical studies of readers conducted since then have demonstrated

>h. Try it conclusively that the truth is the opposite of what the earlier theory predicted.
Reading researcher Keith Stanovich explains:

he same

... Context [is] important, but it's a more important aid for the poorer reader who doesn't
tom-up) have automatic context-free recognition instantiated.
- to figure
“an deter-
he letters
d reading
f reading

(in Boulton, 2009)

In other words, the most efficient way to read is via contextfree, bottom-up,
feature-driven processes that are well learned to the point of being automatic.
Context-driven reading is today considered mainly a backup method that, although
it operates in parallel with feature-based reading, is only relevant when feature-
driven reading is difficult or is insufficiently automatic.

Skilled readers may resort to context-based reading when feature-based reading
is disrupted by poor presentation of information (see examples later in this chap-
ter). Also, in the race between context-based and feature-based reading to decipher

reading,
context-
s assump-
vould be

{):i:::]l):t the text we see, L'f_)rlt(:XtLl:l] c‘ut:s 5(31?1 F*Fimcs win out l'_'l\-’(i'fh fC:ltllt‘L:.‘i. As :n] ‘cxam p |‘C of
L time. context-based reading, Americans visiting England sometimes misread “To let” signs
as “Toilet” because in the United States they see the word “toilet” often, but they

almost never see the phrase “to let”—Americans use “for rent” instead.
In less skilled readers, feature-based reading is not automatic; it is conscious and
laborious. Therefore, much more of their reading is context based. Their involun-
I tary use of context-based reading and nonautomatic feature-based reading consumes
S short-term cognitive capacity, leaving little for comprehension.! They have to focus

on deciphering the stream of words, leaving no capacity for constructing the mean-
ing of sentences and paragraphs. That is why poor readers can read a passage aloud
n but afterward have no idea what they just read.

Why is contextfree (bottom-up) reading not automatic in some adults? Some
people didn’t get enough experience reading as young children for the feature-
driven recognition processes to become automatic. As they grow up, they find read-
ing mentally laborious and taxing, so they avoid reading, which perpetuates and
compounds their deficit (Boulton, 2009).

ervey SKILLED AND UNSKILLED READING USES DIFFERENT
PARTS OF THE BRAIN

Before the 1980s, researchers who wanted to understand which parts of the brain
are involved in language and reading were limited mainly to studying people who
had suffered brain injuries. For example, in the mid-1800s, doctors found that

se text
heir first

'Chapter 10 describes the differences between automatic and controlled cognitive processing. For present
purposes, we will simply say that controlled processes burden working memory, while automatic processes
do not.
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people with brain damage near the left temple—an area now called Broca’s area
after the doctor who discovered it—can understand speech but have trouble speak-
ing, and that people with brain damage near the left ear—now called Wernicke's
d@red—cannot understand speech (Sousa, 2005) (see Fig. 4.4).

In recent decades, several new methods of observing the operation of function-
ing brains in living people, enhancing noninvasive scanning methods with comput-
er-based analysis techniques, have been developed: clectroencephalography (EEG),
functional magnetic resonance imaging (fMRI), and functional magnetic resonance
spectroscopy (fMRS). These methods allow researchers to watch the response in diff-
crent areas of a person’s brain—including the sequence in which they respond—as
the person perceives various stimuli or performs specific tasks.

Using these methods, researchers have discovered that the neural pathways
involved in reading differ for novice versus skilled readers. Of course, the first area
to respond during reading is the occipital (or visual) cortex at the back of the brain.
That is the same regardless of a person’s reading skill. After that, the pathways
diverge (Sousa, 2005):

-Novice: First an area of the brain just above and behind Wernicke's area
becomes active. Researchers have come to view this as the area where, at least
with alphabetic scripts such as English and German, words are “sounded out”
and assembled—that is, letters are analyzed and matched with their corre-
sponding sounds. The word-analysis area then communicates with Broca’s area
and the frontal lobe, where morphemes and words—units of meaning—are
recognized and overall meaning is extracted. For ideographic languages, where
symbols represent whole words and often have a graphical correspondence to
their meaning, sounding out of words is not part of reading,.

Wernicke's area

Broca's area

FIGURE 4.4

The human brain, showing Broca's area and Wernicke's area,
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. Advanced: The word analysis area is skipped. Instead the occipito-temporal

e area (behind the ear, not far from the visual cortex) becomes active. The pre-
C"lf' vailing view is that this area recognizes words as a whole without sounding
e them out, and then that activity activates pathways toward the front of the
; brain that correspond to the word’s meaning and mental image. Broca’s arca is
MO only slightly involved.
put-
EG). Findings from brain scan methods of course don’'t indicate exactly what pro-
ance cesses are being used, but they do support the theory that advanced readers use diff-
 diff- erent processes from those novice readers usc.
|—as
ways : POOR INFORMATION DESIGN CAN DISRUPT READING
L area Careless writing or presentation of text can reduce skilled readers’ automatic,
brain. contextfree reading to conscious, context-based reading, burdening working mem-
1WA ory, thereby decreasing speed and comprehension. In unskilled readers, poor text
presentation can block reading altogether.
5 drea E
i least Uncommon or unfamiliar vocabulary
d:,:::ri One way software often distupts reading is by using unfamiliar vocabulary—words
's ared the intended readers don’'t know very well or at all.
g—are One type of unfamiliar terminology is computer jargon, sometimes known as
where “geek speak.” For example, an intranct application displayed the following error
.nce to message if a user tried to use the application after more than 15 minutes of letting it

sit idle:

Your session has expired. Please reauthenticate.

The application was for finding resources—rooms, equipment, etc.—within
the company. Its uscrs included receptionists, accountants, and managers as well
as engineers. Most nontechnical users would not understand the word “reauthenti-
cate.” so they would drop out of automatic reading mode into conscious wondering
about the message’'s meaning. To avoid disrupting reading, the application’s devel-
opers could have used the more familiar instruction “Login again.” For a discussion
of how “geek speak” in computer-based systems affects learning, see Chapter 11.

Reading can also be disrupted by uncommon terms even if they are not com-
puter technology terms. Here are some rarc English words, including many that
appear mainly in contracts, privacy statements, or other legal documents:

. Aj'm‘mnemmm’d: mentioned previously

+ Bailiwick: the region in which a sheriff has legal powers; more generally:

domain of control
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* Disclaim: renounce any claim to or connection with; disown; repudiate

* Heretofore: up to the present time; before now

* Jurisprudence: the principles and theories on which a legal system is based
B (_)fgﬁulr.st‘me: make something difficult to perceive or understand

* Penultimate: next to the last. as in “the next to the last chapter of a book”

When readers—even skilled ones—encounter such a word, their dutomatic read-
ing processes probably won't recognize it. Instead, their brain uses less automatic
processes, such as sounding out the word’s parts and using them to figure out its
meaning, figuring out the meaning from the context in which the word appears, or I
looking the word up in a dictionary. 1

Difficult scripts and typefaces

Even when the vocabulary is familiar, recading can be disrupted by hard-to-read

scripts and typefaces. Bottom-up, context-frec. automatic reading is based on rec- 1
ognition of letters and words from their visual features. Therefore, a typeface with &
difficult-to-recognize feature and shapes will be hard to read. For example, try to
read Abraham Lincoln's Gettysburg Address in an outline typeface in ALL CAPS. Ti
(see Fig. 4.5).
Vi
w
r— .. == = cc
ABRARAN LINCOLN'S GEFTTSDURSE ADDRESS | , ne
FOURBEORE AND SEVEN TEARS AB0, CUR FOREFATEERS BROURET FORTE ON THIS GONTINENT | I' plk
| A NEW MATION, CONCEIVED [0 LIBERTY AND DEDICATED TD THE PROPOSITION TWAT ALL BEEHN | Re
| ARE CREATED BRTAL. | e
MW WE ARE ENGAGED I A BREAT CIVIL. WAR, TESTIVE WHETHER TEAT WATION, OR M|
MATION 80 CONCERIVED AND 8@ DEDICATED, CAN LONE ENTURE. WE ARE MET ON A GREAT
BATTLEFIELD OF TEAT WAR. WE HAVE COME TO DEBICATE 4 PORTION OF THAT FIELD, AS 4
FINAL RESTING PLACE FOR THESE WEHD MERE BAVE THEIR LIVES THAT TEAT WATION HMIGET
‘ LIVE IT [8 ALTORETHER FITTING AND PROPER THAT WE STOULD EQ THoe.
BUT, IV A LARBER SENBE, WE CAN NOT DETICATE - WE CAN NOT CONBECRATE - WE CAN MoT
HALLDW ~ THIS GROUND. THE BREAVE MEN, LIVING AND DEAD, WED TRURELED RERE, DAVE -
CONBECRATED IT, FAR ABOVE CUR POOR POWER TO ADD OB DETRACT. THE WERLD WILL s
LITTLE WOTE, MO LONE REMENBER WEAT WE SAYT HERE, BUT IT CAN NEVER FORGET WRAT | \
THEY BID HERE. [T I8 Fom U8 THE LIVING, RATHER TO BE DEBICATED EERE TO THE
UHFINISEED WORKE WEICEH THEY WEE FOUBET NERE BAVE TEUS FAR B0 MOBLY ADVANGED. [T FIGU
I8 RATHER FOR US TO DE HERE DEDICATED TO THE GREAT TABE REMAINING BEFORE TS -
THAT FROM TEEST HONORED DEAD WE TAKE IRCREASED DEVOTION TO TEAT CADSE FomR Red”
WHICE TEEY GAVE THE LAST FULL MEASURE OF DEVEOTICN - THAT WE HERE WNIQELY
RESULVE TEAT THESE BRAD SEALL MOT NAVE DOED 0N WAIN - TEAT THIS WATION, UNDER
BOD, BHALL MAVE 4 NEW BIRTE OF FREEDOM - AND THAT EOVERNMENT OF THE FPEOPLE, BY
I-_‘T:TEB PEGPLE, FOR THE PEOPLE, SEALL NOT PRRISE FROK THE EARTH. |
FIGURE 4.5 exan
Text in ALL CAPS is generally hard to read because letters look more similar to each other torte

Outline typefaces complicate feature recognition. This example demonstrates both. This
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Tiny fonts

Another w
electronic appli
visual system to resolve. For example,
Constitution in a seven-point font (see Fig. 4.0).

ay to make text hard to read in software applications, Websites, and
ances is to-use fonts that are too small for their intended readers’
try to read the first paragraph of the U.S.

| We the people of the United States, in Order to form a more perfect Union, establish Justice, insure domestic Tranquility, provide
for the common defense, promote the general Welfare, and secure the Blessings of Liberty to ourselves and our Posterity, do
ordain and establish this Constitution for the United States of America.

FIGURE 4.6
The opening paragraph of the U.S. C

onstitution, presented in a seven-point font.

a lot of text to display

es use tiny fonts because they have
m cannot read the

the intended users of the syste
as well not be there.

Developers sometim
in a small amount of space. But if

text. or can read it only laboriously, the text might

Text on noisy background

Visual noise in and around text can disrupt recognition of features, characters, and
words and therefore drop reading out of automatic feature-based mode into a MOre
and context-based mode. In software user interfaces and Web sites, visual
n results from designers’ placing text over a patterned background or dis-
1 colors that contrast poorly with the background, as an example from

conscious
noise ofte
playing text it
RedTele.com shows (see Fig. 4.7).

Herp AMps.is the directresutt GFtwa. ColoraduSprings guitar.p!
ns. Given dur-tech

perfect tones»The tories : St .
: ' 1 sarch angdevil

:' ree years.of fest _ ¥
: Yolid;-graarsounidiog- .
with-the fe&tUres player-

s 5

FIGURE 4.7
RedTele.com: Text on noisy background an

d with poor color contrast compared to the background.

There are situations in which designers intend 1o make text hard to read. For
isure on the Web is to ask site users to identify dis-
are a live human being and not an Internet “bot.”
an read text that Internet ‘bots cannot

example, a common security mes
torted words, as proof that they
This relies on the fact that most people ¢
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Type the characters you see in the picture above.
FIGURE 4.8

captchas: Text that is intentionally displayed with noise so that Web-crawling software cannot
read it.

|’—‘_-\-_-_-\-_'\x___—|
Years: J3D Interest: 8.0 Loan Amount: ]100000

Annua A |
Te . [1000  pows o (Coleulse Nowt] |

]

| Monthly Principal + Interest

Monthly Tax

Morthly Insurance

Total Payment

The Federal Reserve Bank's online mortgage calculator formerly displayed text on a patterned
background.

110

FIGURE 4.9

currently read. Text displayed as a challenge to test a registrant’s humanity is called
a captcha® (see Fig. 4.8).

Of course, most text displayed in a user interface should be easy to read. A pat-
terned background need not be especially strong to disrupt people’s ability to read
text placed over it. For example, the Federal Reserve Bank's collection of Web sites
formerly had a mortgage calculator that was decorated with a repeating pastel
background with a home and neighborhood theme. Although wellintentioned. the
decorated background made the calculator hard to read (see Fig. 4.9). Later, when
the Fed redesigned the mortgage calculator to add functionality, it also removed the
decorative background (see Fig. 4.10).

*The term originally was coined based on the word “capture,” but it is also said to be an acronym for

“Captcha.”

“Completely Automated Public Turing test to tell Computers and Humans Apart”—Wikipedia entry for

FIGURE
A I'i"i.'jll',:
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1. Enter Your Information
Enter your financial profile along

Monthly Income $ 2 with information about the house
) - - you would like to purchase in the
Price $ ?) fields provided. A definition of each
i ) input field is accessible by clicking
Down Payment $ ?)  the corresponding Help ("?")
button.
ftware cannot Other Debt Payments § ?) CLEAR

/

IiDDOOO
2. Mortgage Loan Criteria

1
Now! I Front Ratio 2806 | (2] You may either enter the mortgage
2 /' loan criteria directly or choose

e default values by selecting the
Back Ratio 36.00 ?J “Conventional Loan” or "FHA
Loan” buttons. Qualifying ratios

Loan/Value 90.00 ? ) will vary by lender and loan type.
. . Check with your lender to
Interest Rate 7.00 ? ) determine the best loan for you.
Term in Months 360 ?)

CONVENTIONAL LOAN

1 ?]
Taxes and Insurance $ 200 FHA LOAN
«t on a patterned
3. Compute

i COMPUTE AFFORDABILITY '
humanity is called Bttt DD 7
asy to read. A pat- FIGURE 4.10
le’s ability to read A more recent mortgage calculator on the FED Web site displays text on a plain white background.
ction of Web sites

a repeating pastel . o N
r:ll-initt.'miom:d. the Information buried in repetition

. 4.9). Later, when Visual noise can also come from the text itself. If successive lines of text contain a

t also removed the lot of repetition, readers receive poor feedback about what line they are focused
on. plus it is hard to pick out the important information. For example, recall the
example from the California Department of Motor Vehicles Web site in the previous

—— chapter (see Fig. 3.2, page 206).
Another example of repetition that creates noise is the computer store on
Apple.com. The pages for ordering a laptop computer list different keyboard options

d to be an acronym for
" —Wikipedia entry for
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Keyboard and Documentation

Configure your MacBook with the following keyboard language options along with the language
of the included user documentation,

@ Backlit Keyboard (English) / User's Guide
3 Backlit Keyboard {(Western Spanish) !/ User's Guide
8 Backlit Keyboard (French) / User's Guide

3 Backlit Keyboard Uapanese) / User's Guide

FIGURE 4.11

Apple.com’s “Buy Computer” Page lists options in which the important information (keyboard
€ compatibility) is buried in repetit

langu stition.

for a computer in 2 Very repetitive way, making it hard to see that the essential dif:
ference between the keyboards is the language that they support (see Fig. 4.11).

Centered text

One aspect of r -ading that is highly automatic in most skilled readers is CyC move-
ment. In automatic (fast) reading, our €Y€s are trained to go back to the same hor-
izontal position and down one line, If text is centered or right-aligned, each line ‘
of text starts in a different horizontal position. Automatic €ye movements therefore

| take our eyes back to the wrong place, so we must consciously adjust our gaze to
the actual start of each line. This drops us out of dutomatic mode and slows yus
down greatly. With poetry and wedding invitations. that is probably OK, but with
any other type of text, it is a disald\-‘;mt:tgc. An example of centered prose text js
provided by the Web site of FargoHomes, a real estate company (see Fig. 4.12). Try
reading the text quickly to demonstrate to yourself how your eyes move.

Exclusive Buyer Agency Offer
(No Cost) Service to Home Buyers!
Dan and Lida want 1o work for you if:

Do you want Your agent to be on your side and not the sellers side?
Do you expect your agent to be responsible and professional....?
If you don't like to have your time wasted, Dan and Lida want 1o work for you. ..
If you understang that everything we say and do, is to save you time, maoney, and keep you our of trouble,..
-and if you understand thag Jome agents income ang allegiances are in direct competition with your best interests. ’
and if you understand thas we take risks, give you 24/7 access, and put aside other paying business for you,..
-and if you understand that we have a vested interest in helping you learn 1o make all the right choices, .

- then, call us now, because Dan and Lida want ro work Sor you!!
FIGURE 4.12

FargoHon

om centers text, thwarting automatic €ye movement patterns.
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The same site also centers numbered lists, really messing up readers’ automatic
eye movement (see Fig. 4.13). Try scanning the list quickly.

BUYER'S! MORE Searches HERE

1. Search All The Fargo Moorhead Listings CLICK HERE suwp one (Very importang

i you dont have & Realtor click Here

ream Home Fi

—————— :.-_reuuest form: All area Best listings from Top Area Realtors
for Fargo, Moorhead, and FM Area real estate. Moorhead homes. Moorhead Real Estate. West Fargo
homes and West Fargo Real Estate
2. Todays “*HOT SHEET* Click Here; MNew

3. Rural Minnesota... Featured Listings

4. Multiple Listing Number search Click Hera

5. http://www.fargoMLS.com - Blog - MLS "Value of the Day™

6. Eid - Co Builders - Access to Models,
New Developments in Fargo, West Fargo, Moorhead, and Dilworth,

6b - New “Heritage Homes" - Available Properties

Minnesota Lake and River Property
Detroit Lakes Resorts, Lots, and Cabins Search
with Tom Ackman, Coldwsl| Barier Al The Lakes

Detroit Lakes Find-A-Listing - Search Here

FIGURE 4.13

FargoHomes.com centers numbered items, really thwarting automatic eye movement patterns.
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Combining flaws that disrupt reading

The website of Keller Williams, another real-estate firm, combines many of the
above-described ways of disrupting reading. In some places it has insufficient con-
trast between foreground and background. In other places it has too much contrast,
€.g., it places blue against red, causing an annoying shimmering. It also has centered
prose text and text on patterned backgrounds. All of the above combine to make
this site very hard to read (see Fig. 4.14).

Keller'W

Bozeman Aréa Redl Estate

FIGURE 4.14
Keller Williams's Web site makes text hard to read in several different ways.

Design implications: don’t disrupt reading; support it!

Obviously, a designer’s goal should be to support reading, not disrupt it. Skilled
(fast) reading is mostly automatic and mostly based on feature, character, and word
recognition. The easier the recognition, the easier and faster the reading. Less skilled
reading, by contrast, is greatly assisted by contextual cues.

Designers of interactive systems can support both reading methods by following
these guidelines:

¢ Ensure that text in user interfaces allows the feature-based automatic processes
to function effectively by avoiding the disruptive flaws described above: diffi-
cult or tiny fonts, patterned backgrounds, centering, etc.

MU(
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highly consistent vocabularies—sometimes referred to in the

« Use restricted,
or simplified langudge (Redish, 2007).

industry as plain language’

¢
- » Format text to create a visual hierarchy (see Chapter 3) to facilitate easy scan-
st, ning: use headings, bulleted lists, tables, and visually cmphasizcd words (see
ed _ Fig. 4.15).
ke
Popular topics
What's new in Office
Learning roadmap for Word
Change page margins
set the default font for new documents
Recover text from a damaged docu ment
Ask someone
Post a question or search for an answer in the user
community
Contact Microsoft T+
FIGURE 4.15
Microsoft Word's Help home page is easy to scan and read.

Experienced information architects, content editors, and graphic designers can
be very useful in ensuring that text is presented so as to support easy scanning and
reading.

skilled i e . ot e i - e .
4 In addition to committing design mistakes that disrupt reading, many software user
d “_’;’r i interfaces simply present 700 much text, requiring users to read more than is neces-
s skillec sary. Consider how much unnecessary text there is in a dialog box for setting text
- entry properties in the SmartDraw application (sce Fig. 4.10).
' ¥ -~ . ™ . g . - . rr
llowing Software designers often justify lengthy instructions by arguing: “We need all
that text to explain clearly to users what to do.” However, instructions can often be
TOCESSES shortened with no loss of clarity. Let’s examine how the Jeep company, between
we: diffi-

Yor more information on plain language, see the U.S. government Web site: www.plainlanguage.gov.
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CIETrTTE——
--Shapesdwesizewhenyouaddlm! T T e

| selectgd. Press help fgf more information, :

~Selectasizingmule: —— e e elp

[ ¥ Change horizontally and vertically

. SmsMthhMms,mmmmm

| € Change horizontally ;
Shapeschangemtwﬁzomawﬁywaddm,mdmﬁcaﬂymil
You type a carriage return <Enters. |

| Shapeschangesizeverﬁcalyasyouaddtm

i-.-.!\ﬂo;\;te;low_- e s e e
|7 Allow the size of text to shiink to [T points, |
befare forci _?mihapft_oi_"greas_ghdz&_ |

I
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E
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(letMargie——— - — .
| Setthe gap belueenthe text and the inside edge of the shape to [2 Y%
| screen pixels [1/100"), |
~Allow Text Editing of & Shape with & —————
| @ Double-cick € Single Click € Do ot allow text editing |
[TwngtheEnterkey, ———

() | @ Inserts anewline, C Tabs to the next shape of cell (CtbEnter inserts afne) |

FIGURE 4.16

SmartDraw's Text Entry Properties dialog box displays too much text for its simple functio nality.

2002 and 2007, shortened its instructions for finding a local Jeep dealer (see
Fig. 4.17);

* 2002: The “Find a Dealer” page displayed a large paragraph of prose text, with
numbered instructions buried in it, and a form asking for more information
than needed to find a dealer near the user.

* 2003: The instructions on the “Find a Dealer” page had been boiled down to
three bullet points, and the form required less information,

* 2007: “Find a Dealer” had been cut to one field (zip code) and a Go button on 9

the Home page.

Even when text describes products rather than explaining instructions, it is coun-
terproductive to put all a vendor wants to say about a product into a lengthy prose
description that people have to read from start to end. Most potential customers

FIGURE 4

Between




FIND A DEALER

It's easy to locate a dealer. 1. Click and hold box number 1 to select your
search by Zip Code, City, Deslership Name or State, 2, Enter the Zip Code,
City, or Dealership Name in the box marked number 2. 3. If searching by State
only, select the state from the pull-down menu in box number 3, **If choosing
to search by city or state, type the city in box 2 then select 3 state in the box
marked number 3 to make your search complete, 4, Once finished, simply click
the "Search" button.

Enter Zip Code,City,
Search by: or Dealership name:
40 | Zip Code :] & |
Select a State:
&) [ Choose One $] €D o searcH For A DEALER

If you are 3 member of the LS. Military, an executive, or a diplomat living
2002 ©outside the U.S,, click here for special options.

-

FIND A DEALER

It's easy to locate 3 Jeep Dealer near you,

® Select Zipcode, City or Dealership Mame

{(If pou choose to search by city, pou will be prompred to provide the state )
® provide the Zip Code, City or Dealership Mame
® Click on Search

Search by:
e &P | Zip Code ~|
Enter Zip Code,City,
) or Dealership name:
ith [
on 8
SEARCH FOR A DEALER
2003 @ :
to
m
( Enter Zip
HO- FIGURE 4.17
OsC

. Between 2002 and 2007, Jeep.com drastically reduced the reading required by “Find a Dealer.”
ers ;
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cannot or will not read it. Compare Costco.com’s descriptions of laptop computers
in 2007 with those in 2009 (see Fig. 4.18).

| Customize the HP Pavilion dv2000t Entertainment Notebook PC

The HP Pavilion dvBt notebook ¢ mputer is the mid-siz
exquisite design meets powe
muUsic and more - striking an ideal balance betwesn mol

performance. *Please refer to Help Me Decide for importa

@ notebook where

size and visual
t information

2009 | ‘—
FIGURE 4.18
Between 2007 and 2009, Costco.com drastically reduced the text in product descriptions.

_ ]

Design implications: minimize the need for reading

Too much text in a user interface loses poor readers. who unfortunately are a sig-
nificant percentage of the population. Too much text even alienates good readers: it
turns using an interactive system into an intimidating amount of work.

Minimize the amount of prose text in a user interface: don't present users with
long blocks of prose text to read. In instructions, use the least amount of text that
8Cls most users to their intended goals. In a product description, provide a brief
overview of the product and let users request more detail if they want it. Technical
writers and content editors can assist greatly in doing this. For additional advice on
how to eliminate unnccessary text, see Krug (2005) and Redish (2007).

*

TEST

Finally
confidc
ing car
also be
and for
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[est on real us

uters TEST ON REAL USERS

Finally, designers should test their designs on the intended user population to be
confident that the users can read all essential text quickly and effortlessly. Some test-
ing can be done early, using prototypes and partial implementations, but it should
also be done just before release. Fortunately, lastminute changes to text font sizes
and formats are usually easy to make.

re a sig-
-aders: it

ers with
text that
¢ a brief
‘echnical
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Our Color Vision is Limited

Human color perception has both strengths and limitations. Mar
and limitations are relevant to user interface design:

* Our vision is optimized to detect contrasts (edges), not abs
¢ Our ability to distinguish colors depends on how colors are
* Some people have color-blindness.

* The user’s display and the viewing conditions affect color p

To understand these qualities of human color vision, let’:
description of how the human visual system processes color ir
environment.

If you took introductory psychology or neurophysiology in co
learned that the retina at the back of the human eye—the surface
focuses images—has two types of light receptor cells: rods and ¢
also learned that the rods detect light levels but not colors, wh
colors. Finally, you probably learned that there are three types
to red, green, and blue light, respectively, suggesting that our cc
10 video cameras and computer displays, which detect or proje
colors through combinations of red, green, and blue pixels.
What you learned in college is only partly right. We do in
three types of cones in our retinas. The rods are sensitive to over
the three types of cones are sensitive to different frequencies
where the truth departs from what most people learned in colleg
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First, those of us who liv
They function only at low |
lighted environments—the e
century. Today, we use our

e E—— |

N is Limited

€ in industrialized societies hardly use our rods at all.
evels of light. They are for getting around in poorly co1
wironments our ancestors lived in until the nineteenth to;
rods only when we are having dinner by candlelight,

feeling our way around our dark house at night, camping outside after dark, ete. In sub
bright daylight and modern artificially lighted environments—where we spend most con
of our time—our rods are completely maxed out, providing no useful information. tex
Most of the time, our vision is based entirely on input from our cones (Ware, 2008). diffi
S0 how do our cones work? Are the three types of cones sensitive to red, green, com
and blue light, respectively? In fact, each type of cone is sensitive to a wider range “blac
of light frequencies than yYou might expect, and the sensitivity ranges of the three 1
types overlap considerably. In addition. the overall sensitivity of the three types of oppe

cones differs greatly (see Fig.

5.1A): subt;

* Low frequency: These cones are sensitive to light over almost the entire range

of visible light, but are most sensitive to the middle (yellow) and low (red) VISI
frequencies,
. g ; . . - All th

* Medium frequency: These cones respond to light ranging from the high- Solii
frequency blues through the lower middle-frequency vellows and oranges. Te
Overall, they are less sensitive than the low-frequency cones. 'N'h’tdt‘.

* High frequency: These cones are most sensitive to light at the upper end of differe
the visible light spectrum—rviolets and blues— but they also respond weakly to visual
middle frequencies, such as green. These cones are much less sensitive overall The
than the other two types of cones, and also less numerous. One result is that is an ;
our eyes arc much less sensitive to blues and violets than to other colors. bushes

- S . sy : . w7 | in the ¢
Compare a graph of the light sensitivity of our retinal cone cells (Fig. 5.1A) to i rather |
what the graph might look like if electrical engineers had designed our retinas as a i thié sun
mosaic of receptors sensitive to red, green, and blue, like a camera (Fig. 5.1B), '
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Given the odd relationships between the sensitivities of our three types of retinal
cones cells, one might wonder how our brain combines the signals from the cones
to allow us to see a broad range of colors.

The answer is: by subtraction. Neurons in the visual cortex at the back of our brain
subtract the signals coming over the optic nerves from the medium- and low- Hrequency
cones, producing a “red-green” difference signal channel. Other neurons in the visual cor
tex subtract the signals from the high- and low-fre quency cones, yielding a “yellow-blue”
difference signal channel. A third group of neurons in the visual cortex ades the signals
coming from the low- and medium- -frequency cones to produce an overall linzinance (or

“black-white”) signal channel.! These three channels are called color ~opponent channels.

The brain then applies additional subtractive processes to all three color-
opponent channels: signals coming from a given area of the retina are ¢ ffectively
subtracted from similar signals coming from nearby areas of the retina.

VISION IS OPTIMIZED FOR EDGE CONTRAST, NOT BRIGHTNESS

All this subtraction makes our visual system much more sensitive to differences in
color and brightness—i.c., to contrasting edges—than to absolute brightness levels.

To see this, compare the two green circles in Figure 5.2. They are the same exact
shade of green—the circle on the right was copied from the one on the left—but the
different backgrounds make the one on the left appear darker to our contrast-sensitive
visual system.

The sensitivity of our visual system to contrast rather than to absolute brightness
is an advantage: it helped our distant ancestors recognize a leopard in the nearby
bushes as the same dangerous animal whether they saw it in bright noon sunlight or
in the early morning hours of a cloudy day. Similarly, being sensitive to color contrasts

rather than to absolute colors allows us to see a rose as the same red whether it is in
the sun or the shade.

FIGURE 5.2

[he circles appear as different shades because their backgrounds are different, but they are the
same.

"The overall brightness sum omits the signal from the high-frequency (blue-violet) cones. Those cones are so
insensitive that their contribution to the total would be negligible, so omitting them makes little difference.
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(A)
FIGURE £

Factors ¢

FIGURE 5.3
The squares marked A and B are the same gray. We see B as white because it is “shaded.”

Brain researcher Edward H. Adelson at the Massachusetts Institute of Technology FIGURE 5.
developed an outstanding illustration of our visual system’s insensitivity to absolute ITN.net (2
. h HHINLNeL (2

5.3). As difficult as it may be to sitline res
A dlfiineg rese

brightness and its sensitivity to contrast (see Fig.
as square B. Square

believe, square A on the checkerboard is exactly the same shade
B only appears white because it is depicted as being in the cylinder’s shadow.

ABILITY TO DISCRIMINATE COLORS DEPENDS ON
HOW COLORS ARE PRESENTED : |
' |

Even our ability to detect differences between colors is limited. Because of how
our visual system works, three presentation factors affect our ability to distinguish |
colors from each other:

* Paleness: The paler (less saturated) two colors are, the harder it is to tell them ||
apart (see Fig. 5.4A).
Color patch size: The smaller or thinner objects are, the harder it is to distin- |
guish their colors (see Fig. 5.4B). Text is often thin, so the exact color of text is

|

often hard to determine.

.

Separation: The more separated color patches are, the more difficult it is to
distinguish their colors, especially if the separation is great enough to require B
eye motion between patches (see Fig. 5.4C).

Several years ago, the online travel Web site ITN.net used two pale colors—white
and pale yellow—to indicate which step of the reservation process the user was on
(see Fig. 5.5). Some site visitors couldn’t see which step they were on.

Small color patches are often seen in data charts and plots. Many business

ake the color patches

graphics packages produce legends on charts and plots, but m

in the legend very small (see Fig. 5.6). Color patches in chart legends should be FIGURE 5.6

large to help people distinguish the colors (see Fig. 5.7). Tiny color patct
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Factors affecting the ability to distinguish colors: (A) paleness, (R) size, (C) separation.
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FIGURE 5.5.
ITN.net (2003): Pale color marking current step makes it hard for users 1o see which step in the

airline reservation process they are or.

FIGURE 5.6

Tiny color patches in this chart legend are hard to distinguish.
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FIGURE 5.7
| Large color patches make it easier to distinguish the colors.
Housing Units Authorized, Percent Change October 2005 FIGURI
Year-to-Date Compared With a Year Earlier Red/gr
Electricity Consumption per Capita, 2001 i
Drinking and Wastewater Needs per Capita, 2003 Dollars | (C) ligh

Manufactured Homes as a Percent of Total Homes, 2000

Percent of Occupied Housing Units That Are Owner Occupied
_.__-—._._Q___*_L_A__._.__._._HP_.,_
Percent Change in Private Employment Due to Grl:)wth&e_c_h:}c_rq
Estaulishmcnts, 2000-2001

L_aborAFGrcc_Par'rlciganon Rate, 2002

Number of Bank Offices per 10,000 People, 2003

Total Foreign-Born, 2000

Retail Gasaline Prices, May 17, 2004
Total Manufactured Exports per Capita, 2003

House Price Index,
Percent Change-Third Quarter 2002 to Third Quarter 2003

e State and Local Gover nment Per Capita General Fund Ex penditure, 1977-
2000

FIGURE 5.8

MinneapoHsH‘:d.org.— The difference in color between visited and unvisited links is too subtle ?

On Web sites, a common use of color is to distinguish unfollowed links from
already followed ones. On some sites, the “followed” and “unfollowed” colors are too
similar. The Web site of the Federal Reserve Bank of Minneapolis (see Fig, 5.8) has this
problem. Furthermore, the two colors are shades of blue, the color range in which our
€yes are least sensitive. Can You spot the two followed links? (The answer is below.)

FIGURE 5.1
MoneyDan

COLOR-BLINDNESS

A fourth factor of color presentation that affects design principles for interactive sys-

. . - . ——
tems is whether the colors can be distinguished by people who have common types of Sy —

“confusion,”
3.»\I'rcud_x-' followed links in Figure 5.8: Housing Units Authorized and House Price Index. color is extre




cts

sals

77~

s too subtle.”

ved links from
" colors are too
ig. 5.8) has this
s in which our
rer is below.)

- interactive sys-

»mmon types of

lor-blindness

color-blindness. Having color-blindness doesn’t mean an inability to see colors. It just
means that one or more of the color subtraction channels (see above) don’t function
normally, making it difficult to distinguish certain pairs of colors. Appmxun.ltf:l\ 8% of
men and slightly under 0.5% of women have a color perception deficit:” difficulty dis-
criminating certain pairs of colors (Wolfmaier, 1999). The most common type of color-
blindness is red/green; other types are much rarer. Figure 5.9 shows color pairs that
people with red/green color blindness have trouble distinguishing.

The home finance application MoneyDance provides a graphical breakdown of
household expenses, using color to indicate the various expensce categories (sce
Fig. 5.10). Unfortunately, many of the colors are hues that color-blind people cannot

FIGURE 5.9
Red/green color-blind people can't distinguish: (A) dark red from black, (B) blue from purple,
(C) light green from white.

ane Expenses

Gifts I Average: 597.28 Max: 527.76
Max: 19951.33 Median: 586.90 Min: 237.50
Min: 9.92 Home:Mortgage Interest [l Average: 483.04
Average: 2171.62 Max- 1547.99 Median: 527.76

Median: 145.80 Min: 737.59 Business:-Legal
Tax Federal Income [l Average: B74.79 Max: 4835.16
Max: 1681244 Median: 782.30 Min: 266.05

Min: 477.55 Home:Maintenance Average- 1840.40
Average: 1551.78 Max: 4000.00 Median: 420.00
Median: 1812.44 Min: 100.00

Croceries Average: 2033.31

Max: B69.16 Median: 2000.00

Min: 327.75 W raxcrica
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FIGURE 5.10
MoneyDance: Graph uses colors some users can't distinguish.

iThe common term is color “blindness.” but color “vision deficit,” “vision deficiency,” "vision defect,
sconfusion.” and “weakness” are more accurate. Color “challenged” is also used. A total inability to see

color is extremely rare.




SR IPET——— N

60 CHAPTER 5 Our Color Vision is Limited

FIGURE 5.11

MoneyDance graph rendered in grayscale.

tell apart. For example, people with red/green color-blindness cannot distinguish

the blue from the purple or the green from the khaki. If you are not color-blind, you .
can get an idea of which colors in an image will be hard to distinguish by converting '
the image to grayscale (see Fig. 5.11).

EXTERNAL FACTORS THAT INFLUENCE THE ABILITY TO
DISTINGUISH COLORS

Factors concerning the external environment also impact people’s ability to distin-
guish colors. For example:

* Variation among color displays: Computer displays vary in how they dis-
play colors, depending on their technologies, driver software, or color settings.
Even monitors of the same model with the same settings may display colors
slightly differently. Something that looks yellow on one display may look beige

on another. Colors that are clearly different on one may look the same on
another.

* Grayscale displays: Although most displays these days are color, there are
devices, especially small hand-held ones, with grayscale displays. Figure 5.11 (above)
shows that a grayscale display can make areas of different colors look the same.,

* Display angle: Some computer displays, particularly LCD ones, work much
better when viewed straight on than when viewed from an angle. When LCD
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Guidelines for using color

displays are viewed at an angle, colors—and color differences—often are
altered.

Ambient illumination: Strong light on a display washes out colors before it
washes out light and dark areas. reducing color displays to grayscale ones, as
anyone who has tried to use a bank ATM in direct sunlight knows. In offices,
glare and venetian blind shadows can mask color differences.

These four external factors are usually out of the software designer’s control.
Designers should therefore keep in mind that they don’t have full control of the
color viewing experience of users. Colors that seem highly distinguishable in the
development facility on the development team’s computer displays and under nor-
mal office lighting conditions may not be as distinguishable in some of the environ-
ments where the software is used.

GUIDELINES FOR USING COLOR

In interactive software systems that rely on color to convey information, follow
these five guidelines to assure that the users of the software receive the information:

1.

Distinguish colors by saturation and brighiness as well as bue. Avoid sub-
tle color differences. Make sure the contrast between colors is high (but see
guideline 5). One way to test whether colors are different enough is to view
them in grayscale. If you can’t distinguish the colors when they are rendered
in grays, they aren't different enough.

Use distinctive colors. Recall that our visual system combines the signals from
retinal cone cells to produce three “color opponent” channels: red-green,
yellow-blue, and black-white (luminance). The colors that people can distin-
guish most easily are those that cause a strong signal (positive or negative) on
one of the three color-perception channels, and neutral signals on the other
two channels. Not surprisingly, those colors are red, green, yellow, blue, black,
and white (see Fig. 5.12). All other colors cause signals on more than one color
channel. and so our visual system cannot distinguish them from other colors as
quickly and easily as it can distinguish those six colors (Ware, 2008).

FIGURE 5.12

The most distinctive colors. Each color causes a strong signal on only one color-opponent
channel.
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&) Birthday Party 200

5 ﬁj GG-Park-7-23-05

FIGURE 5.13

Apple’s iPhoto uses uses color plus a symbol to distinguish two ty

TH

Opponent colors, placed on or directly next to each other, clash,

FIGURE 5.14

3. Avoid color Dpeirs that color-blind People canmn
include dark red versus black, dark red versus da
ple, light green versus white. Don't use dark red:
any dark colors. Instead, use dark reds, blues, and v
and greens. Use Vischeck.com to check Web pag
people with various color vision deficiencies would

4. Use color redundantly with other cues. Don't rely
color to mark something, mark it another way as

both color and a symbol to distinguish “smart” pl
albums (see Fig. 5.13).

5. Separate strong opponent colors. Placing opponei
on top of each other causes a disturbing shimmering
be avoided (see Fig. 5. 14),

As mentioned above, ITN.net used only pale yellow to
step in making a reservation (see Fig. 5.5, above), which is
to strengthen the marking would be to make the current si
saturation of the yellow (see Fig. 5.15A). But ITN.net opted
which also uses color redundantly with shape (see Fig. 5.15

A graph from the Federal Reserve Bank uses whit
(Fig. 5.16). This is a well-designed graph. Any sighted persc
a grayscale display.
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FIGURE 5.15
ITN.net: The current step is highlighted in two ways: with color and shape.

Percent of Population Without
Health Insurance, 2000

us: 13.8

FIGURE 5.16

MinneapolisFed.org: Graph uses color differences visible to all sighted people, on any display.
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