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Internet-based “online robots” now provide public ac-
cess to remote locations such as museums and laboratories.
The Tele-Actor is a collaborative online teleoperation sys-
tem for distance learning that allows many students to si-
multaneously share control of a single mobile resource. Our
goal is to preserve the educational advantages of field trips
without the drawbacks of group travel.

We propose the “Spatial Dynamic Voting” (SDV) inter-
face for Multiple Operator Single Robot (MOSR) teleoper-
ation. The SDV collects, displays, and analyzes a sequence
of spatial votes from multiple online operators at their Inter-
net browsers. The votes drive the motion of a single mobile
robot or human “Tele-Actor”. This paper describes Version
3.0 of the system architecture, SDV interface, algorithms for
automated goal selection, and metrics for collaboration and
leadership. We report results from a July 2001 field test with
56 remote users. See: www.tele-actor.net.

1 Introduction

Consider the following scenario: an instructor wants to
bring a class of high-school students to visit a working
robotics lab or microelectronics fabrication facility. Due to
safety, security, and liability issues, it may not be practical
to arrange a class visit. Showing a prestored video does not
offer the excitement and group dynamics of the field trip. In
this paper we propose a system that can preserve the advan-
tages of a field trip without the drawbacks of group travel.

The Internet provides a low-cost and widely-available
interface that can make physical resources accessible to a
broad range of participants. There are now dozens of “on-
line robots”, a book from MIT Press [20], and an IEEE
Technical Committee on Online Robots.

In most existing online robot systems, as in conventional
telerobotics, one process (human or computer) controls a
single robot. In the taxonomy proposed by Tanie et al. [9],
these are Single Operator Single Robot (SOSR) teleopera-
tion systems.
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Figure 1: Spatial Dynamic Voting (SDV) interface. Internet-
based voters position colored square markers in the “elec-
tion image” to indicate their motion preferences.

Multiple Operator Single Robot (MOSR) systems are
motivated by applications in education and journalism,
where groups of users desire simultaneous access to a sin-
gle robotic resource such as a camera. Inputs from all users
must be combined to generate a single control stream for
the robot. There are benefits to collaboration: teamwork is
a key element in education at all levels [36, 11, 10]; also a
group of users may be more reliable than a single (possibly
malicious) user.

In this paper we describe a MOSR teleoperation system
that allows a group of online users to view and vote on the
movements of a single mobile camera. As illustrated in Fig-
ure 1, voters use their Internet browsers to collaboratively
direct the remote camera using the “Spatial Dynamic Vot-
ing” (SDV) interface. The SDV provides a sequence of still



“election images”. User votes are represented by “votels”:
small colored squares that are positioned by users with a
mouse click. In this example, the election image is a map.
The majority of online voters want to move to the second
floor gallery while others are split between moving to the
boutique or gallery on the first floor.

The remote camera can be carried by a mobile robot or
a human “Tele-Actor”. We refer to our early prototypes of
this system as version 1.0 and 2.0. In this paper we describe
version the 3.0 system architecture, user interface, and SDV
algorithms for automated goal selection. We report results
from a live field test with a human Tele-Actor at the San
Francisco Opera House conducted on July 18, 2001 with 56
remote online participants.

2 Related Work

Online robots, controllable over the Internet, are an active
research area. In addition to the challenges associated with
time delay, supervisory control, and stability, online robots
must be designed to be operated by non-specialists through
intuitive user interfaces and to be accessible 24 hours a day.
See [21, 37, 23] for examples of recent projects.

Tanie, Matsuhira, Chong, et al. [9] proposed a very
useful taxonomy for teleoperation systems: Single Opera-
tor Single Robot (SOSR), Single Operator Multiple Robot
(SOMR), and Multiple Operator Multiple Robot (MOMR).
The Tele-Actor system we consider here is Multiple Opera-
tor Single Robot (MOSR).

Most online robots are SOSR, where control is limited to
one operator at a time. Tanie et al. analyzed an MOMR
system where each operator controls one robot arm and the
robot arms have overlapping workspaces. They show that
predictive displays and scaled rate control are effective in
reducing pick-and-place task completion times that require
cooperation from multiple arms [9].

In an MOMR project by Fukuda, Liu, Xi, and colleagues
[13], two remote human operators collaborate to achieve a
shared goal such as maintaining a given force on an object
held at one end by a mobile robot and by a multi-jointed
robot at the other. The operators, distant from the robots
and from each other, each control a different robot via force-
feedback devices connected to the Internet. The authors
show both theoretically and experimentally that event-based
control allows the system to maintain stable synchroniza-
tion between operators despite variable time-lag on the In-
ternet.

MOMR models are also relevant to online collaborative
games such as Quake, where players remotely control indi-
vidual avatars in a shared environment.

In SOMR systems, one tele-operator or process con-
trols multiple robots. This bears some relation to Coopera-

tive (behavior-based) robots, where groups of autonomous
robots interact to solve an objective [2]. Recent results are
reported in [12, 35, 32, 7].

A number of SOSR systems have been designed to facil-
itate remote interaction. Paulos and Canny’s Personal Rov-
ing Presence (ProP) telerobots, built on blimp or wheeled
platforms, were designed to facilitate remote social interac-
tion with a single remote operator [29, 30]. Fong, Thorpe
and colleagues study SOSR systems where collaboration
occurs between a single operator and a mobile robot that
is treated as a peer to the human and modeled as a noisy in-
formation source [15]. Related examples of SOSR “cobots”
are analyzed in [1, 26, 38, 4].

One precedent for an online MOSR system is described
in McDonald, Cannon and colleagues [27]. For waste
cleanup, several users to assist remotely using Point-and-
Direct (PAD) commands [8]. Users point to cleanup loca-
tions in a shared image and a robot excavates each location
in turn. In this Internet-based MOSR system, collaboration
is serial but pipelined, with overlapping plan and execution
phases. The authors demonstrate that such collaboration
improves overall execution time but do not address conflict
resolution between users.

Pirjanian studies how reliable robot behavior can be pro-
duced from an ensemble of independent processors [31].
Drawing on research in fault-tolerant software [25], Pirja-
nian considers systems with a number of homogenous pro-
cessors sharing a common objective. He considers a variety
of voting schemes and shows that fault-tolerant behavior fu-
sion can be optimized using plurality voting [5] but does not
consider spatial voting models such as ours.

In [17] we described an Internet-based MOSR system
that averaged multiple human inputs to simultaneously con-
trol a single industrial robot arm. We reported experiments
with maze-following that suggested that groups of humans
perform better than individuals in the presence of noise due
to central limit effects.

In [18], we used finite automata to model collaborating
users in a MOSR system such as Cinematrix, a commercial
audience-interaction system [33]. The ensemble of inputs is
averaged to compute a single stream of incremental steps to
control the motion of a point robot moving in the plane. We
analyze system performance with a uniform ensemble of
well-behaved deterministic sources and then modeled mal-
functioning sources that go silent or generate inverted con-
trol signals. We discovered that performance can improve
in the presence of malfunctioning sources and continue to
function even when a sizeable fraction of sources malfunc-
tion.

Outside of robotics, the notion of MOSR is related to a
very broad range of group activities including social psy-
chology, voting, economics, market pricing, traffic flows,



etc. ACM organizes annual conferences on Computer Sup-
ported Collaborative Learning (CSCL) and Computer Sup-
ported Cooperative Work (CSCW). Surveys of research in
this broader context can be found in [28, 24, 34, 16, 3, 14,
19].

3 System Architecture

The Tele-Actor system architecture is illustrated in Figure
2. Users share control of the Tele-Actor from their Inter-
net browsers. Communication is coordinated with the Tele-
Actor Server located on a high bandwidth (T3) connection.
The Server connects via a socket to the Local Basestation at
the remote site. The Local Basestation and Local (human)
Director communicate with the Tele-Actor via a wireless
interface. As the Tele-Actor moves through the environ-
ment, video images are captured at the Local Basestation
and streamed back to the Tele-Actor server for distribution
as .jpg images to the remote voters. Voter responses are col-
lected at the Tele-Actor server, displayed for all active vot-
ers and for the Local Director, who relays election results to
the Tele-Actor via a wireless audio channel.

4 SDV User Interface

The “Spatial Dynamic Voting” interface facilitates interac-
tion and collaboration among remote users. Figure 1 illus-
trates the SDV interface displayed at the browser of all ac-
tive voters. Users register online to participate by selecting
a votel color and submitting their email address to the Tele-
Actor server, which stores this information in our database
and immediately sends back a password via email. The
server also maintains a tutorial and an FAQ section to fa-
miliarize new users with how the systems works.

Using the SDV interface, voters participate in a series of
short (eg: 1 minute) “elections”. Each election is based on
a single image with a textual question. In the example from
Figure 1, the Tele-Actor is visiting an architectural site. The
election image shows a building with the question: ”Where
should we go next?” Voters click on their screens to position
their votels. Using the HTTP protocol, these positions are
sent back to the Tele-Actor server and appear in an updated
election image sent to all voters every 6-20 seconds. In this
way voters can change their votes several times during an
election. When the election is completed, SDV analysis al-
gorithms based on clustering can analyze the voting pattern
to determine a single command for the remote mobile robot.

The SDV interface differs from multiple choice polling
because it allows spatially and temporally continuous in-
puts. To facilitate user training and asynchronous testing,
the Tele-Actor system is available in two modes. In Offline
mode, all election images are from a prestored library. In
online mode, election images are sampled from live video

captured by the Tele-Actor. Both offline and online SDV
modes have potential for collaborative education, testing,
and training. In this paper we focus on the online mode.

5 Hardware and Software

The Tele-Actor webserver is an AMD K7 950Mhz PC with
1.2GB memory connected to a 100Mbs T3 line. The Lo-
cal Base Station is a Dell Pentium III 600Mhz laptop with
64MB memory connected to a 10Mbs T1 line at the re-
mote site. It has a USB video card, which captures video
at 320 × 240 resolution.

We used the Swann MicroCam wireless video camera,
model ALM-2452 1. It is 18x34x20 mm and weighs 20
grams, with a 9 volt battery as its power supply. It has a 2.4
GHz analog RF output at 10 mW and transmits line-of-sight
up to 300 feet with a resolution of 380 horizontal lines.

Custom software includes: (1) the client side SDV
browser interface based on DHTML, (2) the Local Basesta-
tion image selection interface, and (3) the Tele-Actor server.
During online mode, the Local Basestation, running Mi-
crosoft Windows 98, uses a custom C++ application to cap-
ture images with textual questions and transmit them to the
Tele-Actor server for distribution.

During both online and offline modes, the Tele-Actor
server uses custom C and C++ applications to maintain the
database and communicate with the LBS and with all active
voters. The Tele-Actor server runs Redhat Linux 7.1 and the
Apache web server 1.3.20. The Resin 2.0.1 Apache plug-
in and Sun JDK 1.3.1 with Mysql database 3.23.36 provide
java server pages to handle the user registration and data
logging 2. Custom software built on the graphic develop-
ment toolkit GD 2.0.1 generates election images overlaid
with current votel positions.

6 Online Field Test

We performed a one-hour field test at the 5th Annual Webby
Awards on Wednesday, July 18, 2001 at San Francisco’s
Opera House, from 10.30-11.30 pm Pacific Standard Time.
Over 3000 people attended a reception after the ceremony
and many more watched via live webcast.

From 2-16 July 2001, via email and newsgroup postings,
we announced the Tele-Actor website was available for reg-
istration and testing. During this period users gained famil-
iarity with the SDV interface using a library of 76 prestored
election images. Two hundred voters registered during this
period. The 18 July 2001 field test included 60 election cy-
cles. Fifty-six voters participated, with a peak of 37 voters
in any one election cycle.

1http://www.swann.com.au
2http://www.caucho.com



Figure 2: Tele-Actor system architecture. Users on the Internet participate by voting on a series of election images. The
human “Tele-Actor,” with head-mounted wireless audio/video link, moves through the remote environment.

During the field test, the Tele-Actor carried the wireless
video camera through the lobby of the Opera House. The
wireless camera transmitted live video images locally to a
student crew at the Local Basestation, who selected frames
and textual questions which were uploaded to the server at
UC Berkeley and then sent out to all voters. All votes and
election data were logged for subsequent analysis.

7 SDV Metrics and Algorithms

In this section we propose algorithms and metrics for ana-
lyzing voting patterns in the Spatial Dynamic Voting inter-
face that may allow a consensual command to be automati-
cally extracted.

We define a votel as vi = [u, x, y, t], where u is a user id,
x, y indicate a location in the election image, and t indicates
the time when the votel was received at the server. During
each election, the server collects V , a set of votels. Given
V , we analyze voting patterns in terms of goals and collab-
oration. To illustrate, consider Figure 3, a typical election
image from the field test.

7.1 Goal Identification

What constitutes a “goal” that users are voting on? For
typical navigation questions such as “Where should we go
next?”, or “Who should we speak with next?” the goals
are meaningful regions or segments of the image. We pro-
pose to use clustering algorithms [22] to identify groups of
neighboring votels. After votels are classified into groups,

Figure 3: Election Image with 27 votels from the field test.

one approach is to compute the convex hull of each group
with 3 or more votels and treat each convex polygon as a
distinct goal.

When the Tele-Actor is restricted to movements on a
floor, the horizontal position of votels provides the primary
navigation information. In such cases we can project all



votels onto the horizontal axis and use a nearest neighbor
algorithm [39, 6] to perform one-dimensional incremental
interval clustering.

For the votels shown in Figure 3, the algorithm identified
3 goal intervals as summarized in Table 1.

Goal Interval Width #Votes ci

1 [20, 84] 64 7 1.30
2 [161, 175] 14 4 3.38
3 [244, 296] 52 16 3.65
Overall – 130 27 2.46

Table 1. SDV analysis of Election Image from Figure 3.
Intervals and widths are in pixels.

After all votels are collected, the goal with maximum
votes (Goal 3 in the example above) is selected for execu-
tion by the Tele-Actor.

7.2 Collaboration Metric

To what degree are voters collaborating? We can define a
measure based on how votels are spatially correlated. For
each goal i, we can compute a votel density ratio, c i:

ci =
di

d
=

ni

ai

N
A

=
ni

N
(
A

ai
)

where di is the votel density (votes per unit area) for goal i,
d is the overall average votel density, ni is number of votel
in goal i, ai is the area or width of the goal i, N is the to-
tal number of votes and A is the area of the election image.
This metric is proportional to the ratio n/N and inversely
proportional to the area of the goal region. The metric is
high when many votes are concentrated in a small goal re-
gion (high collaboration) and low when votes are uniformly
spread among multiple goals (low collaboration). We can
also compute an overall collaboration level for each elec-
tion:

c =
∑

ni∑
ai

A

N

When all votes fall into goal regions, c = A/
∑

ai, a
measure of how focused the votels are. The collaboration
metric for each goal and overall is given in the last column
of Table 1, suggesting that users are collaborating in a fo-
cused manner to vote for goal 2 even though it has far fewer
votes than goal 3.

8 Future Work

This paper describes the Tele-Actor, a MOSR teleoperation
system that allows a group of Internet users to share control
of a remote resource using a new “Spatial Dynamic Voting”
(SDV) interface. The mobile resource could be a robot or
human. We described an implemented system, algorithms

for automatic analysis of voting patterns, and preliminary
results from a sixty-minute field test with 56 online voters.

Informal feedback from users indicated that the one-
minute election cycle was too long, voters grew impatient.
We are currently improving the system with a new Java-
based user interface that will display moving votels and
reduce election cycle times. We will also incorporate the
802.11b wireless ethernet standard to transmit low-frame-
rate digital video. We are also studying fast algorithms
for incremental clustering and automated goal selection that
meet reasonable fairness criteria. To speed goal selection
and provide incentives for collaboration, we are also devel-
oping a “leadership” metric that can be used to weight user
votes. Our goal is to develop a practical collaborative tele-
operation system that will facilitate distance education for a
broad range of online experiences. To experiment with the
latest version, please visit www.tele-actor.net.
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